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Changelog
    

All notable changes to this project will be documented in this file.
The format is based on Keep a Changelog,
and this project adheres to Semantic Versioning.

  
    
  
  Unreleased



  
    
  
  2.8.0 - 2024-10-11



  
    
  
  Fixed


	Fix the firmware and pack commands when a dependency is using semver.


  
    
  
  Changed


	Renamed the grisp firmware command argument --force-bundle/-F and the grisp
pack command argument --force-bundle/-F to --refresh/-r. #91


  
    
  
  Removed


	The utility function rebar3_grisp_util:rebar_command/4 has been removed as it
runs app_discovery provider again and that causes issues with dependencies
using semver. Instead rebar3:run/1 is used. #91


  
    
  
  2.7.0 - 2024-09-06



  
    
  
  Added


	New -t/--tar option to the deploy command to save a grisp release tarball in
the _grisp/deploy directory.
	New firmware command to generate GRiSP 2 binary firmwares: #83
	New pack command to generate GRiSP 2 software update package: #85


  
    
  
  Changed


	The deploy destination in rebar.config is now optional if the -t/--tar option
is specified to the deploy command. To disable a copy deployment when
configured in rebar.config, an empty destination can be specified on the
command line: --destination="".


  
    
  
  2.6.1 - 2024-06-21



  
    
  
  Changed


	Adapation to the new format of the prompt provided by grisp_tools_configure:settings/0: #81
	User input are now asked using events for configure task: #81


  
    
  
  2.6.0 - 2024-05-07



  
    
  
  Added


	New rebar3 grisp configure command to create a custom GRiSP application. It replaces the command rebar3 new grispapp as a new way to create a custom GRiSP application: #78


  
    
  
  Removed


	Removed the grispapp template: #78


  
    
  
  Fixed


	CI update to only test OTP 24 and 25: #79


  
    
  
  2.5.0 - 2023-04-21



  
    
  
  Added


	New rebar3 grisp report command: groups and packs usefull debug information
about the current grisp project
	New rebar.config option {docker, "grisp/grisp2-rtems-toolchain"} is available for the grisp toolchain. Allows to use a docker image instead of a local installation.


  
    
  
  Changed


	Set default Erlang version to "25.2.3" in grispapp template


  
    
  
  2.4.0 - 2022-07-18



  
    
  
  Added


	A --cached flag to rebar3 grisp package list to list only cached
packages
	Support for OTP 24


  
    
  
  Fixed


	Crash when listing packages
	Download skipped if using OTP package cache


  
    
  
  2.3.0 - 2022-06-07



  
    
  
  Added


	Exact OTP version selection, e.g. '=23.3'
	Toolchain validation before building


  
    
  
  Changed


	The OTP Git repository is more thoroughly checked for consistency


  
    
  
  Fixed


	Deploy and build tasks now works offline
	Extracted packages are cached globally instead of per project
	Custom builds now correctly uses OTP versions from Git
	rebar3 package list now sorts versions correctly


  
    
  
  2.2.2 - 2022-03-01



  
    
  
  Fixed


	Fix processing of already downloaded OTP packages (through grisp_tools)


  
    
  
  2.2.1 - 2022-03-01



  
    
  
  Added


	Automatically pick the highest version when only the release name is
specified during deployment (#64)
	rebar3 grisp package list can now list both OTP and toolchain packages. In
addition, it can display only certain columns.
	OTP Git cloning is now shallow (using --dethp 1) which more than halves the
download time of OTP sources.


  
    
  
  Fixed


	Deploys no longer crash on invalid release names or versions (#68)


  
    
  
  2.2.0 - 2022-02-16



  
    
  
  Added


	rebar3 grisp package list can now take a --hash flag that prints all hash versions of a package


  
    
  
  Changed


	Deploying without a custom OTP build will correctly pick a version from
existing pre-built packages or show a proper error


  
    
  
  2.1.0 - 2022-02-14



  
    
  
  Added


	rebar3 grisp package list task that lists pre-built OTP package versions


  
    
  
  Changed


	deploy task no longer requires specifying release name and version if there
is only one release


  
    
  
  Fixed


	Template rendering no longer crashes when environment variables contain
unicode (#42)


  
    
  
  2.0.0 - 2022-02-01


BREAKING CHANGE: Require GRISP_TC_ROOT for all Erlang version to point
to the tool chain root folder and not the subfolder rtems/5. If you have
configured the setting grisp.build.toolchain.directory you need to remove
the rtems/5 postfix if present.

  
    
  
  Changed


	Default platform is now grisp2


  
    
  
  Added


	Patch for OTP 23.3.4


  
    
  
  Fixed


	Don't build unused apps
	Enhanced build logging
	Use correct system_libs path for rebar3 3.14+


  
    
  
  1.3.0 - 2020-03-09



  
    
  
  Changed


	Use Erlang 22 by default #60


  
    
  
  Fixed


	Error in build phase #55


  
    
  
  1.2.6 - 2019-09-27



  
    
  
  Changed


	Update grisp_tools dependency to 0.2.6 #58 (nextl00p)


  
    
  
  1.2.5 - 2019-09-27



  
    
  
  Changed


	Remove deprecated maintainers section #57 (nextl00p)


  
    
  
  1.2.4 - 2019-09-27



  
    
  
  Added


	Add support for OTP 22 #47 (sylane)
	Add support for NIFs #46 (nextl00p)


  
    
  
  Changed


	Refactor deploy logic into grisp_tools library #39


  
    
  
  Fixed


	Handle duplicate C source files from different apps #1
	Files in grisp/grisp_base/*/*.c are ignored in user applications #45
	Fix OTP 21.0-rc1 patch #56 (nextl00p)
	Prebuild OTP filename depends on Board now #52 (nextl00p)
	Revert "Prebuild OTP filename depends on Board now" #54 (nextl00p)
	Fix OTP 22 patches after adding NIF support #53 (sylane)
	Fix patch files to support NIFs for all supported OTP versions #50 (nextl00p)
	Detect GRiSP files in current project as well, add debug output, fix #45 #48 (nextl00p)
	Fix failing deploy #44 (nextl00p)
	Already Patched OTP is not detected anymore #49
	Deploy fails #43


  
    
  
  1.2.3 - 2018-08-07



  
    
  
  Added


	Print a proper error for missing template keys #37


  
    
  
  Fixed


	Default GRiSP sources overwrite custom sources #38


  
    
  
  1.2.2 - 2018-08-01



  
    
  
  Fixed


	Templates do not work when deploying #36


  
    
  
  1.2.1 - 2018-08-01



  
    
  
  Fixed


	Templates do not work when building #35


  
    
  
  1.2.0 - 2018-07-31



  
    
  
  Added


	Add version task that prints version number #33 (eproxus)
	Include environment variables in templates #32 (eproxus)
	Re-introduce GRISP_TOOLCHAIN environment variable #34 (eproxus)


  
    
  
  1.1.5 - 2018-06-25



  
    
  
  Fixed


	Weird directory with name " created during deploy #30


  
    
  
  1.1.4 - 2018-06-21



  
    
  
  Changed


	Use OTP 21.0 by default for new apps (c4274c1a)

Full Changelog

  
    
  
  1.1.3 - 2018-06-21



  
    
  
  Added


	Support OTP 21.0 (9975e51d)


  
    
  
  1.1.2 - 2018-06-06



  
    
  
  Added


	deploy: added support for whitespaces in source and deployment directories #28 (lwehmeier)
	Add support for OTP 21.0-rc1 #25 (sylane)


  
    
  
  Changed


	Remove references to old versions #27 (nextl00p)


  
    
  
  Fixed


	consistency of the instructions for release name #26 (CrowdHailer)


  
    
  
  1.1.1 - 2018-05-25



  
    
  
  Fixed


	Freshly generated grispapp fails to deploy the first time its run #23


  
    
  
  1.1.0 - 2018-05-24



  
    
  
  Added


	Prebuilt toolchain #20 (nextl00p)
	Add version to OTP xcomp files #18 (sylane)
	Make deploy destination available via command-line flag #5
	Start Erlang runtime when source dependencies are included #21


  
    
  
  Changed


	Refactor build configuration #16 (sylane)


  
    
  
  Fixed


	Confusing error message, when no toolchain root is set #4
	Allow deploy without grisp runtime and fix version warning #17 (sylane)
	Wrong warning about Erlang version mismatch #14


  
    
  
  1.0.1 - 2017-12-20



  
    
  
  Changed


	Update to Erlang 20.2 by default for new projects (d8b48ad3)


  
    
  
  1.0.0 - 2017-12-19



  
    
  
  Added


	Document rebar3 grisp build #3
	Make OTP version branch customizable #12 (eproxus)
	Make SMP the default and add support for OTP 20.2 #13 (sylane)


  
    
  
  Fixed


	With default profile section ERTS does not get included #8


  
    
  
  0.1.1 - 2017-12-05



  
    
  
  Added


	GRiSP application template
	Deploy command
	Ensure install directory before installing
	Option to turn off running configure
	Pre- and post-script options to deploy
	Copy all files from project file section


  
    
  
  Changed


	Install OTP locally after build

Modify release configuration dynamically

  
    
  
  Fixed


	Avoid patching OTP if already patched
	Fix bug finding grisp application


  
    
  
  0.1.0 - 2017-10-20



  
    
  
  Added


	Initial release.




  

    
rebar3_grisp
    

Rebar plug-in for the GRiSP project. To obtain information about the plugin and
its tasks, use the following command:
rebar3 help grisp [<task>]

📖 Table of content
	rebar3_grisp	Installation	Globally
	For an Existing Project


	Create New Application
	Compile the project
	Deploy an Application	Configuration


	Listing Packages
	Build OTP for GRiSP
	Bug reports
	Development	Testing master
	Testing a Specific Branch






  
    
  
  Installation



  
    
  
  Globally


To install the plug-in globally, add the plug-in to your plug-ins list in
~/.config/rebar3/rebar.config:
{plugins, [
    rebar3_hex,
    rebar3_grisp
]}.
The first time you use Rebar the plug-in will be installed. To upgrade the plug-in to the latest version, you need to first update the Hex index and then the plug-in:
$ rebar3 update
===> Updating package registry...
===> Writing registry to ~/.cache/rebar3/hex/default/registry
===> Generating package index...
===> Writing index to ~/.cache/rebar3/hex/default/packages.idx
$ rebar3 plugins upgrade rebar3_grisp
===> Fetching rebar3_grisp ({pkg,<<"rebar3_grisp">>,<<"1.1.0">>})
===> Downloaded package, caching at ~/.cache/rebar3/hex/default/packages/rebar3_grisp-1.1.0.tar
===> Compiling rebar3_grisp


  
    
  
  For an Existing Project


Add the plug-in to your rebar config:
{plugins, [rebar3_grisp]}.
Then just call your plug-in directly in the root of the existing application:
$ rebar3 grisp
===> Fetching grisp
===> Compiling grisp
<Plugin Output>


  
    
  
  Create New Application


Prerequisites:
	Install Plug-In Globally

To create a new GRiSP project:
rebar3 grisp configure
This command will provide you with a CLI that will guide you in the creation of your GRiSP project.
You can also use the command in a non-interactive way:
rebar3 grisp configure -i false
Unless stated otherwise, the non-interactive option will use the default values to create the GRiSP project. You can overwrite the default values in the command:
rebar3 grisp configure -i false --name="my_grisp_app" -n true -w true --ssid="mywifi" --psk="wifipsk"
This command will create a new GRiSP project named "my_grisp_app" with a network (-n true) and wifi (-w true) configuration already setup. The configuration will use the ssid "mywifi" and the psk "wifipsk".
Note that some options require others. For example, if you want to setup the ssid of the wifi, then you also need to activate the network and wifi configuration (-n true and -w true).
The specific variables provided by this plug-in are:
	interactive activate the interactive mode
	name is the name of the OTP application
	dest is the destination path for deployment. This should point to where
your SD-card is mounted (e.g. on macOS it is /Volumes/<NAME> where <NAME>
is the name of the SD-card partition)
	otp_version is the target Erlang/OTP version used on the GRiSP board
	network specifies if the project contains network configuration files
	wifi specifies if the project contains wifi configuration files. (requires network)
	ssid is the ssid of the wifi network you want your board to connect to. (requires network and wifi) 
	psk is the psk of the wifi network you want your board to connect to. (requires network and wifi) 
	grisp_io specifies if you want your board to connect and use GRiSP.io. (requires network) 
	grisp_io_linking specifies if you want your board to link itself to GRiSP.io. (requires network and grisp_io)
	token is your personnal GRiSP.io token. (requires network, grip_io and grisp_io_linking) 
	epmd specifies if you want your board to have epmd. (requires network) 
	cookie is the magic cookie that your board should use. (requires network and epmd) 

Some variables are modfiable only through the command line. These variables are:
	desc is the short description of the GRiSP application
	copyright_year is the copyright year
	author_name is the name of the author of the project
	author_email is the email of the author of the project 

For a full list of customizable variables as well as their short form, run rebar3 help grisp configure.
In the interactive mode you can also specify a few variables. During the CLI interaction, the questions related to these variable will be skipped. For example:
rebar3 grisp configure --name="mygrispapp"
Here the CLI won't ask you for the name of your GRiSP project because it's already provided.

  
    
  
  Compile the project


rebar3 compile
Make sure you do that with the same Erlang version that you configured in the rebar.config. If you compiled rebar3 yourself with a more recent version of Erlang it will give errors, you will need to recompile rebar3 as well in that case.
For further information have a look at the GRiSP Wiki

  
    
  
  Deploy an Application


To deploy a GRiSP application, use the command rebar3 grisp deploy. The
command requires the release name and version to be provided. The deployment
destination can be set in rebar.config or be given as an additional argument.
Example:
rebar3 grisp deploy --relname mygrispproject --relvsn 0.7.8
or shorter:
rebar3 grisp deploy -n mygrispproject -v 0.1.0
Above command will try to download a crosscompiled OTP version from our CDN and unpack it. In many usecases this will be enough. If you want to add own port drivers or NIFs in C you will have to build your own toolchain and OTP, see below.
Run rebar3 help grisp deploy for information on all arguments.
To generate a tarball with all the deployed files, add the option -t/--tar,
all the files will be bundled in a a tarball under _grisp/deploy:
rebar3 grisp deploy --tar

  
    
  
  Configuration


rebar.config:
{grisp, [
    {otp, [{version, "22.0"}]},
    {deploy, [
        % Path to put deployed release in
        {destination, "/path/to/destination"},

        % Shell script to run before deploying begins
        {pre_script, "rm -rf /path/to/destination/*"},

        % Shell script to run after deploying has finished
        {post_script, "umount /path/to/destination"}
    ]}
]}.

  
    
  
  Generate GRiSP 2 Firmwares


The firmware command generates binary files that can be written on GRiSP 2
eMMC. There is three types of firmware that can be generated:
	System Firmware:
The system firmware is the content of a system partition on the eMMC.
When using A/B software update, the system firmware can be written either
on the first or the second system partition. By default, the command will
generate a system firmware under _grisp/firmware but it can be disabled with
the option -b false or --system false.
	eMMC Image Firmware:
The eMMC image firmware is a full image containing the bootloader, the
partition table and the system partitions. It is meant to be written on the
GRiSP 2 board to reset it completely with the new software. If the image is
truncated (it is by default), the image only contains the first system
partition. It means that when writing the firmware to the eMMC, the second
system partition will be untouched. To generate an eMMC image firmware under
_grisp/firmware, add the option -i or --image, to disable truncating
so the image contains both system partitions, uses the option -t false or
--truncate false.
	Bootloader Firmware:
The bootloader firmware contains only the bootloader and the partition table.
To generate it under _grisp/firmware, add the option -b or --bootloader.

e.g.
Generate a system firmware for the default release:
rebar3 grisp firmware
Generate a system firmware for a specific release:
rebar3 grisp firmware --relname myapp --relvsn 1.2.3
Generate all firmwares, forcing existing files to be overwritten and forcing the
generation of the software bundle even if one already exists in _grisp/deploy:
rebar3 grisp firmware --bootloader --image --force --refresh

  
    
  
  Firmware Update


Description of the variables in the commands that will follow:
	${RELNAME}: The relx release names used when generating the firmware.
	${RELVSN}: The relx release version used when generating the firmware.
	${USER}: The username of the account running the command.
	${GRISP_BOARD_SERIAL}: The serial number of the GRiSP 2 board.

To write a system firmware to a GRiSP 2 board:
	Copy the firmware to the SD card:
 macOS $ cp _grisp/firmware/grisp2.${RELNAME}.${RELVSN}.sys.gz /Volumes/GRISP
 Linux $ cp _grisp/firmware/grisp2.${RELNAME}.${RELVSN}.sys.gz /media/${USER}/GRISP

	Unmount the SD card:
 macOS $ diskutil umount /Volumes/GRISP
 Linux $ umount /media/${USER}/GRISP

	Open a serial console to the GRiSP board:
 macOS $ screen /dev/tty.usbserial-0${GRISP_BOARD_SERIAL}1 115200
 Linux $ screen /dev/ttyUSB1 115200

	Insert the SD card in the GRiSP 2 board.

	Reset the board using the onboard reset button.

	Enter into barebox console mode by pressing any key before 3 seconds.

	Consult the current active system partition:
 Barebox $ echo $state.bootstate.active_system

	Write the firmware. If the current active system is 0, use device
/dev/mmc1.0, if it is 1 use device /dev/mmc1.1:
 Barebox $ uncompress /mnt/mmc/grisp2.${RELNAME}.${RELVSN}.sys.gz /dev/mmc1.0

	Remove the SD card.

	Reset the GRiSP board again.


To reset a GRiSP 2 board eMMC, either with a truncated or full image firmware:
	Copy the firmware to the SD card:
 macOS $ cp _grisp/firmware/grisp2.${RELNAME}.${RELVSN}.emmc.gz /Volumes/GRISP
 Linux $ cp _grisp/firmware/grisp2.${RELNAME}.${RELVSN}.emmc.gz /media/${USER}/GRISP

	Unmount the SD card:
 macOS $ diskutil umount /Volumes/GRISP
 Linux $ umount /media/${USER}/GRISP

	Open a serial console to the GRiSP board:
 macOS $ screen /dev/tty.usbserial-0${GRISP_BOARD_SERIAL}1 115200
 Linux $ screen /dev/ttyUSB1 115200

	Insert the SD card in the GRiSP 2 board.

	Reset the board using the onboard reset button.

	Enter into barebox console mode by pressing any key before 3 seconds.

	Set the current active system partition to the first one:
 Barebox $ let state.bootstate.active_system=0
 Barebox $ state -s

	Write the firmware:
 Barebox $ uncompress /mnt/mmc/grisp2.${RELNAME}.${RELVSN}.emmc.gz /dev/mmc1

	Remove the SD card.

	Reset the GRiSP board again.


To reset only the bootloader of the board:
	Copy the firmware to the SD card:
 macOS $ cp _grisp/firmware/grisp2.${RELNAME}.${RELVSN}.boot.gz /Volumes/GRISP
 Linux $ cp _grisp/firmware/grisp2.${RELNAME}.${RELVSN}.boot.gz /media/${USER}/GRISP

	Unmount the SD card:
 macOS $ diskutil umount /Volumes/GRISP
 Linux $ umount /media/${USER}/GRISP

	Open a serial console to the GRiSP board:
 macOS $ screen /dev/tty.usbserial-0${GRISP_BOARD_SERIAL}1 115200
 Linux $ screen /dev/ttyUSB1 115200

	Insert the SD card in the GRiSP 2 board.

	Reset the board using the onboard reset button.

	Enter into barebox console mode by pressing any key before 3 seconds.

	Write the firmware:
 Barebox $ uncompress /mnt/mmc/grisp2.${RELNAME}.${RELVSN}.boot.gz /dev/mmc1

	Remove the SD card.

	Reset the GRiSP board again.



  
    
  
  Cautions


With truncated image firmwares
When writing a truncated eMMC image firmware, only the first system partition is
written. If the active system is the second one, the board will continue to boot
the old software. You will need to manually change the active system partition
in the bootloader console and restart the board.
To consule the current active system partition in the bootloader console:
$ echo $state.bootstate.active_system

To change the current active system partition to the first one:
$ let state.bootstate.active_system=0
$ state -s

With writing system firmware on inactive system partition
When writing a system firmware, be sure to do it on the active system
partition or the board will continue to boot the old software.
The device for the first system is /dev/mmc1.0 and the one for the second
system is /dev/mmc1.1. See the caution about truncated images firmware
for details on how to consult and change the current active system partition.

  
    
  
  Build Software Update Package


To create a GRiSP software update package, use the 'pack' command:
$ rebar3 grisp pack

It creates a software update package under _grisp/update.
To include the bootloader in the generate update package, add the option
-b/--with-bootloader:
$ rebar3 grisp pack -b

Note that a toolchain is required for building the bootloader firmware, see the
deploy command for more information on how to configure the toolchain.
To force the recreation of the bundle and firmware(s) use the option
-r/--refresh:
$ rebar3 grisp pack -r

To generate a signed package, use the -k/--key option:
$ rebar3 grisp pack --key private_key.pem


  
    
  
  Updating a GRiSP Board


To be able to update a GRiSP board using a software update package, the software
running on the board must have the grisp_updater_grisp2 dependency in
rebar.config:
{deps, [grisp_updater_grisp2]}.
grisp_updater needs to be configured in sys.config (or equivalent):
{grisp_updater, [
    {signature_check, true},
    {signature_certificates, {priv, my_app, "certificates/updates"}},
    {system, {grisp_updater_grisp2, #{}}},
    {sources, [
        {grisp_updater_tarball, #{}},
        {grisp_updater_http, #{
            backend => {grisp_updater_grisp2, #{}}
        }}
    ]}
]},
If signature_check is set to true the software package must be signed using
the -k/--key option, and the public key must be available in the directory
configured by signature_certificates.
When these conditions are met, you can follow these step to perform a A/B
software update of a GRiSP board:
	Unpack the software update package in some local directory:
 any $ mkdir -p releases/${RELNAME}/${RELVSN}
 any $ tar -C releases/${RELNAME}/${RELVSN} -xvf _grisp/update/grisp2.${REL_NAME}".${RELVSN}.${PROFILE}.tar -xvf

	Start a local HTTP server to serve the package:
 any $ http-server ./releases -p 8000

	Open a serial console to the GRiSP board:
 macOS $ screen /dev/tty.usbserial-0${GRISP_BOARD_SERIAL}1 115200
 Linux $ screen /dev/ttyUSB1 115200

	On the GRiSP2 console, start the update process:
  GRiSP $ grisp_updater:update(<<"http://${HOST_IP}:8000/${RELNAME}/${RELVSN}">>).

	Reset the GRiSP2 board using the onboard reset button.

	Validate the new software version on the GRiSP2 console:
  GRiSP $ grisp_updater:validate().


Note that the update process will only show progress information if the log
level is at least INFO.

  
    
  
  Listing Packages


The plug-in can list pre-built GRiSP OTP packages and toolchains:
$ rebar3 grisp package list
===> GRiSP pre-built OTP versions for platform 'grisp2'
Version
23.3.4.11
23.3.4.9
$ rebar3 grisp package list --type=toolchain
===> GRiSP pre-built toolchain packages
OS     Latest  OS Version         Url
Linux  true    5.11.0-1027-azure  https://grisp.s3.amazonaws.com/platforms/grisp2/toolchain/grisp2-rtems-toolchain_Linux_5.11.0-1027-azure_e2c29d3374d9046af01af570f6a85a6aa99546bb.tar.gz
Linux          5.11.0-1028-azure  https://grisp.s3.amazonaws.com/platforms/grisp2/toolchain/grisp2-rtems-toolchain_Linux_5.11.0-1028-azure_3122986b9cd7073f42f1387f3981c812a2909b68.tar.gz
macOS  true    10.15.7            https://grisp.s3.amazonaws.com/platforms/grisp2/toolchain/grisp2-rtems-toolchain_macOS_10.15.7_e2c29d3374d9046af01af570f6a85a6aa99546bb.tar.gz
macOS          11.6.3             https://grisp.s3.amazonaws.com/platforms/grisp2/toolchain/grisp2-rtems-toolchain_macOS_11.6.3_3122986b9cd7073f42f1387f3981c812a2909b68.tar.gz


  
    
  
  Build OTP for GRiSP


The fastest way is to use our docker image grisp/grisp2-rtems-toolchain:
Add the toolchain image name to the rebar.config under grisp → build → toolchain → docker
Or if you have a local installation you can use that:
Add the path to the toolchain to the rebar.config under grisp → build → toolchain → directory
{grisp, [
    {otp, [{version, "25"}]},
    {build, [
        {toolchain, [
            {directory, "/PATH/TO/TOOLCHAIN-ROOT"}
            % Or use docker
            {docker, "grisp/grisp2-rtems-toolchain"}
            % If both are specified, only 'directory' is used
        ]}
    ]},
    {deploy, [
        {destination, "/PATH/TO/DESTINATION"}
    ]}
]}.
Then execute rebar3 grisp build. This will take some time, because Erlang/OTP is cross-compiled for the GRiSP board.
You only need to do that again if you updated and rebuilt the grisp2-rtems-toolchain repository or if you changed or wrote new drivers in C. If you need to build OTP for a second time and just changed files you can speed it up by using rebar3 grisp build --configure false. Each time you add new C files you will need to run configure again, because this tool will apply a patch to a makefile for each C driver, NIF and system file.
You can create the tarballs we use for distribution on our CDN with rebar3 grisp build --tar true
The built Erlang distribution and its runtime system is located in the project
folder, under the path _grisp/otp/<version>/install.

  
    
  
  Bug reports


You can run rebar3 grisp report to gather info about the project configuration. The user can view and edit the generated text files. It's possible to pack them later adding --tar to the same command. Providing such report file can speedup debugging and support from the dev team.

  
    
  
  Development


To test the plug-in and develop for it, we recommend checking out a specific version into a local project. You can also create a new temporary GRiSP project using this plug-in. This can be useful to test deployments locally before copying them to an SD card:
$ rebar3 new grispapp name=grisp_test dest=/tmp/GRISP_SD_CARD

Go into the project folder and prepare the checkout directory used by Rebar 3 for dependency overrides:
$ cd grisp_test
$ mkdir -p _checkouts


  
    
  
  Testing master


You need to clone both rebar3_grisp (this repo) and its dependency grisp_tools. If you want the latest master versions:
$ git clone git clone https://github.com/grisp/rebar3_grisp.git _checkouts/rebar3_grisp
$ git clone git clone https://github.com/grisp/grisp_tools.git _checkouts/rebar3_grisp


  
    
  
  Testing a Specific Branch


Alternatively, clone a specific branch. Replace $REBAR3_PLUGIN_BRANCH with the branch name you want from rebar3_grisp and $GRISP_TOOLS_BRANCH with the branch name you want from grisp_tool:
$ git clone git clone --single-branch --branch $REBAR3_PLUGIN_BRANCH https://github.com/grisp/rebar3_grisp.git _checkouts/rebar3_grisp
$ git clone git clone --single-branch --branch $GRISP_TOOLS_BRANCH https://github.com/grisp/grisp_tools.git _checkouts/rebar3_grisp

In case you only need a specific branch of rebar3_grisp, you can default to using the master version of grisp_tools.



  

    
License
    


                                 Apache License
                           Version 2.0, January 2004
                        http://www.apache.org/licenses/

   TERMS AND CONDITIONS FOR USE, REPRODUCTION, AND DISTRIBUTION

   1. Definitions.

      "License" shall mean the terms and conditions for use, reproduction,
      and distribution as defined by Sections 1 through 9 of this document.

      "Licensor" shall mean the copyright owner or entity authorized by
      the copyright owner that is granting the License.

      "Legal Entity" shall mean the union of the acting entity and all
      other entities that control, are controlled by, or are under common
      control with that entity. For the purposes of this definition,
      "control" means (i) the power, direct or indirect, to cause the
      direction or management of such entity, whether by contract or
      otherwise, or (ii) ownership of fifty percent (50%) or more of the
      outstanding shares, or (iii) beneficial ownership of such entity.

      "You" (or "Your") shall mean an individual or Legal Entity
      exercising permissions granted by this License.

      "Source" form shall mean the preferred form for making modifications,
      including but not limited to software source code, documentation
      source, and configuration files.

      "Object" form shall mean any form resulting from mechanical
      transformation or translation of a Source form, including but
      not limited to compiled object code, generated documentation,
      and conversions to other media types.

      "Work" shall mean the work of authorship, whether in Source or
      Object form, made available under the License, as indicated by a
      copyright notice that is included in or attached to the work
      (an example is provided in the Appendix below).

      "Derivative Works" shall mean any work, whether in Source or Object
      form, that is based on (or derived from) the Work and for which the
      editorial revisions, annotations, elaborations, or other modifications
      represent, as a whole, an original work of authorship. For the purposes
      of this License, Derivative Works shall not include works that remain
      separable from, or merely link (or bind by name) to the interfaces of,
      the Work and Derivative Works thereof.

      "Contribution" shall mean any work of authorship, including
      the original version of the Work and any modifications or additions
      to that Work or Derivative Works thereof, that is intentionally
      submitted to Licensor for inclusion in the Work by the copyright owner
      or by an individual or Legal Entity authorized to submit on behalf of
      the copyright owner. For the purposes of this definition, "submitted"
      means any form of electronic, verbal, or written communication sent
      to the Licensor or its representatives, including but not limited to
      communication on electronic mailing lists, source code control systems,
      and issue tracking systems that are managed by, or on behalf of, the
      Licensor for the purpose of discussing and improving the Work, but
      excluding communication that is conspicuously marked or otherwise
      designated in writing by the copyright owner as "Not a Contribution."

      "Contributor" shall mean Licensor and any individual or Legal Entity
      on behalf of whom a Contribution has been received by Licensor and
      subsequently incorporated within the Work.

   2. Grant of Copyright License. Subject to the terms and conditions of
      this License, each Contributor hereby grants to You a perpetual,
      worldwide, non-exclusive, no-charge, royalty-free, irrevocable
      copyright license to reproduce, prepare Derivative Works of,
      publicly display, publicly perform, sublicense, and distribute the
      Work and such Derivative Works in Source or Object form.

   3. Grant of Patent License. Subject to the terms and conditions of
      this License, each Contributor hereby grants to You a perpetual,
      worldwide, non-exclusive, no-charge, royalty-free, irrevocable
      (except as stated in this section) patent license to make, have made,
      use, offer to sell, sell, import, and otherwise transfer the Work,
      where such license applies only to those patent claims licensable
      by such Contributor that are necessarily infringed by their
      Contribution(s) alone or by combination of their Contribution(s)
      with the Work to which such Contribution(s) was submitted. If You
      institute patent litigation against any entity (including a
      cross-claim or counterclaim in a lawsuit) alleging that the Work
      or a Contribution incorporated within the Work constitutes direct
      or contributory patent infringement, then any patent licenses
      granted to You under this License for that Work shall terminate
      as of the date such litigation is filed.

   4. Redistribution. You may reproduce and distribute copies of the
      Work or Derivative Works thereof in any medium, with or without
      modifications, and in Source or Object form, provided that You
      meet the following conditions:

      (a) You must give any other recipients of the Work or
          Derivative Works a copy of this License; and

      (b) You must cause any modified files to carry prominent notices
          stating that You changed the files; and

      (c) You must retain, in the Source form of any Derivative Works
          that You distribute, all copyright, patent, trademark, and
          attribution notices from the Source form of the Work,
          excluding those notices that do not pertain to any part of
          the Derivative Works; and

      (d) If the Work includes a "NOTICE" text file as part of its
          distribution, then any Derivative Works that You distribute must
          include a readable copy of the attribution notices contained
          within such NOTICE file, excluding those notices that do not
          pertain to any part of the Derivative Works, in at least one
          of the following places: within a NOTICE text file distributed
          as part of the Derivative Works; within the Source form or
          documentation, if provided along with the Derivative Works; or,
          within a display generated by the Derivative Works, if and
          wherever such third-party notices normally appear. The contents
          of the NOTICE file are for informational purposes only and
          do not modify the License. You may add Your own attribution
          notices within Derivative Works that You distribute, alongside
          or as an addendum to the NOTICE text from the Work, provided
          that such additional attribution notices cannot be construed
          as modifying the License.

      You may add Your own copyright statement to Your modifications and
      may provide additional or different license terms and conditions
      for use, reproduction, or distribution of Your modifications, or
      for any such Derivative Works as a whole, provided Your use,
      reproduction, and distribution of the Work otherwise complies with
      the conditions stated in this License.

   5. Submission of Contributions. Unless You explicitly state otherwise,
      any Contribution intentionally submitted for inclusion in the Work
      by You to the Licensor shall be under the terms and conditions of
      this License, without any additional terms or conditions.
      Notwithstanding the above, nothing herein shall supersede or modify
      the terms of any separate license agreement you may have executed
      with Licensor regarding such Contributions.

   6. Trademarks. This License does not grant permission to use the trade
      names, trademarks, service marks, or product names of the Licensor,
      except as required for reasonable and customary use in describing the
      origin of the Work and reproducing the content of the NOTICE file.

   7. Disclaimer of Warranty. Unless required by applicable law or
      agreed to in writing, Licensor provides the Work (and each
      Contributor provides its Contributions) on an "AS IS" BASIS,
      WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or
      implied, including, without limitation, any warranties or conditions
      of TITLE, NON-INFRINGEMENT, MERCHANTABILITY, or FITNESS FOR A
      PARTICULAR PURPOSE. You are solely responsible for determining the
      appropriateness of using or redistributing the Work and assume any
      risks associated with Your exercise of permissions under this License.

   8. Limitation of Liability. In no event and under no legal theory,
      whether in tort (including negligence), contract, or otherwise,
      unless required by applicable law (such as deliberate and grossly
      negligent acts) or agreed to in writing, shall any Contributor be
      liable to You for damages, including any direct, indirect, special,
      incidental, or consequential damages of any character arising as a
      result of this License or out of the use or inability to use the
      Work (including but not limited to damages for loss of goodwill,
      work stoppage, computer failure or malfunction, or any and all
      other commercial damages or losses), even if such Contributor
      has been advised of the possibility of such damages.

   9. Accepting Warranty or Additional Liability. While redistributing
      the Work or Derivative Works thereof, You may choose to offer,
      and charge a fee for, acceptance of support, warranty, indemnity,
      or other liability obligations and/or rights consistent with this
      License. However, in accepting such obligations, You may act only
      on Your own behalf and on Your sole responsibility, not on behalf
      of any other Contributor, and only if You agree to indemnify,
      defend, and hold each Contributor harmless for any liability
      incurred by, or claims asserted against, such Contributor by reason
      of your accepting any such warranty or additional liability.

   END OF TERMS AND CONDITIONS

   Copyright 2017 Peer Stritzinger GmbH <grisp@stritzinger.com>

   Licensed under the Apache License, Version 2.0 (the "License");
   you may not use this file except in compliance with the License.
   You may obtain a copy of the License at

       http://www.apache.org/licenses/LICENSE-2.0

   Unless required by applicable law or agreed to in writing, software
   distributed under the License is distributed on an "AS IS" BASIS,
   WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
   See the License for the specific language governing permissions and
   limitations under the License.
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